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Abstract. The significant interest in IPTV drives the needs for flexible and scalable IPTV delivery way, especially when distributing IPTV service to end-users who are in a separate network or not in an IPTV enabled network. The recent popularity of VPN has made scalable distribution of IPTV possible. VPN can provide global IPTV networking opportunities and extended geographic connectivity. Additionally, the native traits of VPN also provide secure and controllable service features to IPTV. This paper addresses one important area related to IPTV distribution, namely scalability. We present a novel solution to distribute IPTV via VPN to remote end-users over public networks. The solution allows end-users over a wider geographical area to get IPTV service, and it also reduces operating costs. Traffic measurements and evaluation of services performance are also illustrated and discussed in this paper.
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1 Introduction

1.1 Background and Problem Motivations

Internet Protocol Television (IPTV) [1], [2] is a system where a digital TV service is delivered to end-users by using IP over a network infrastructure. IPTV is now gaining popularity very rapidly, Informa Research [3] state that the market will grow by a factor of seven by 2011 based on the 2006 numbers. The significant interest in IPTV services and wholesale business models are driving the need to consider more scalable ways to deliver multicast services[4]. Generally, IPTV platform has been physical platform: leased lines connecting a limited set of locations. The coverage areas of IPTV service are dedicated and depend on network infrastructure built for IPTV distributions. It is therefore difficult to make IPTV service globally available for remote users who are in a separate network or not part of IPTV enabled network. In addition, it is also quite expensive to extend and operate IPTV at very large scale. Therefore, traditional IPTV scheme do not address the challenges that will be faced in the future and that will drive the need of flexible IPTV delivery.

One IPTV platform is in Acreo’s National Testbed (ANT) for broadband [5], which is physically built on the fiber infrastructure of the local municipality network in Hudiksvall in Sweden, Fibstaden. There are around 60 households
comprising end-users living in Hudiksvall, and they are supplied with IPTV via Fiber to the Home (FTTH). As a result of geographic limitation, IPTV service in ANT is only locally accessible. It is also costly to extend and operate ANT a wider geographical area. Thus, IPTV service in ANT is typically of small geographic extent and cannot meet the scalability requirements in future.

To address the problems mentioned above, IPTV VPN is proposed to addresses one area related IPTV distribution, namely scalability. And this solution has been implemented and tested in a small scale field trial. With the help of this novel solution, IPTV is distributed to remote end-users who are not part of ANT network via VPN over public networks, and to therefore provide a path for scalable IPTV service to be globally delivered. VPN is a generic term that covers the use of public or private networks to create groups of users that are separated from other network users and that may communicate among them as if they were on a private network [6]. VPN can extend geographic connectivity, provide global networking opportunities, reduce operational costs versus traditional WAN and transit time and transportation costs for remote users. These main VPN benefits can facilitate connections to an IPTV platform, and remote end-users can enjoy IPTV in a scalable way and at a low cost. Therefore, IPTV VPN is an ideal way to tackle the scalability issue of IPTV distribution.

1.2 Related Work

Some standards and specifications about IPTV VPN have been designed and released. “ITU-T IPTV Focus Group Proceedings”[7] promotes the global IPTV standards. In other aspect part of the standards, the Work Group (WG) 3 has identified some requirements on Multicast VPN in IPTV network Control and Multicast VPN Group Management aspect. The Internet Draft “Multicast in MPLS/BGP IP VPNs”[8] was written by engineers at Cisco and describes the MVPN (Multicast in Border Gateway Protocol (BGP)/Multi-Protocol Label Switch (MPLS) IP VPNs) solution of Cisco Systems. The “MPLS and VPN Architectures Volume II”[9], in Chapter 7 Multicast VPN, defines a few multicast VPN concepts and introduces some detailed examples. For these VPN solutions, most standards focus on MPLS VPNs which need in distribution and core networks to support MPLS. However, delivery of IPTV over an MPLS-enabled network cannot be done in an especially scalable way. To ensure interoperability among systems that implement this VPN architecture using MPLS label switched paths as the tunneling technology, all such systems MUST support Label Distribution Protocol (LDP) [MPLS-LDP] [10]. The scheme presented in this paper is built on a variety of networks using IP, which is much easier to implement and distribute IPTV to remote end-users.

1.3 Contributions

The contributions in this paper are threefold: 1) One novel solution - IPTV VPN is proposed and implemented to provide a scalable IPTV delivery way. As
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long as the bandwidth is sufficient, it is possible for people who have broadband connections to get IPTV service via the Internet all over the world.

2) The traffic measurements had been performed, and the results showed that a VPN solution can provide IPTV with acceptable Quality of Service (QoS) to remote end-users.

3) All implementations are built upon different kinds of open source software, which makes the service more scalable and extendable. The rest of this paper is organized as follows. The proposed scheme is presented in Section 2. Section 3 describes experiments designed to implement proposed scheme. Section 4 presents the performance evaluations and test results. Concluding remarks are made in Section 5.

2 Proposed Scheme

2.1 OpenVPN

In our proposed scheme, OpenVPN [11] is used to provide VPN tunnels from ANT network to remote end-users, and then IPTV is delivered to remote end-users over the VPN tunnels.

OpenVPN is a full-featured open source Secure Socket Layer (SSL) VPN solution that accommodates a wide range of configurations, including remote access, site-to-site VPNs, Wi-Fi security, and enterprise-scale remote access solutions with load balancing, failover, and fine-grained access-controls [11]. It’s a real VPN in the sense that IP or Ethernet frames from a virtual network interface are being encrypted, encapsulated in a carrier protocol (TCP or UDP), and tunneled [12]. OpenVPN provides VPN connections via TUN/TAP virtual devices which allow for creating numerous endpoints through scripted interactions that work with “push” or “pull” options. OpenVPN uses the widespread and mature industry standard SSL infrastructure to provide secure communications over the Internet with encryption of data packages and control channels. There are some benefits for using OpenVPN. With OpenVPN, you can [13]:

- tunnel any IP sub-network or virtual Ethernet adapter over a single UDP or TCP port [13],
- multiple load-balanced VPN servers farm which can handle thousands of dynamic VPN connections,
- use security features of the OpenSSL library to protect network traffic,
- use real-time adaptive link compression and traffic-shaping to manage link bandwidth utilization [13],
- tunnel networks over NAT [13].

2.2 IPTV VPN

Figure 1 illustrates an example of basic IPTV VPN. The main office offers IPTV service to different types of end-users over VPN connections. The IPTV distributions are not constrained by geographic locations, e.g., the main office offers
IPTV service to remote office with connected IPTV VPN network, and the remote office could locate anyplace in the world. In addition, IPTV VPN is able to reduce operation costs, transportation costs, provide improved security and better control due to native traits of VPN. IPTV VPN can also provide classified IPTV service features according to geographical groups and customers’ demands [7], classified IPTV group services features [7], etc.

3 Experiment Setup

The implementation is based on ANT, which provides different access networks and network applications to support the related research and test activities. The infrastructure of ANT is shown in Figure 2. Based on ANT infrastructure, IPTV VPN network layout was designed as shown in Figure 3.
3.1 IPTV VPN network layout description

The following descriptions all are related to Figure 3.

- Number 1, IPTV system Hudiksvall: The IPTV system is in ANT network and includes the content source, streaming server, sub-systems and the other components.
- Number 2, Acreo Hudiksvall Router: the core router in ANT Hudiksvall.
- Number 3, VPN Server: the VPN Server is linked up together over a VPN tunnel with the VPN individual clients or home gateway. Different open source software was installed on this server. Together with the core router, the VPN server provides VPN and multicast services to VPN clients.
- Number 4, The Public Network.
- Number 5, Home Gateway: the home gateway is physical placed in-between the link network of the VPN server and home network. The home gateway acts as vpn client for vpn connections, Internet Group Management Protocol (IGMP) proxy[^14] for multicast routing besides the roles of normal gateway with the route and DHCP functions. The home gateway is running on an open source routing platform – OpenWRT [^15], based an embedded Linux box.
- Number 6, Individual VPN clients: the laptops installed the VPN client program.
- Number 7, Different clients inside home network.

The main implementation is IPTV VPN implementation. In the implementation, OpenVPN was set up to provide VPN services; Open Shortest Path First version 2 (OSPFv2) was implemented to provide unicast routing; Protocol Independent Multicast - Sparse Mode (PIM-SM) was built up to provide multicast routing; Home gateway was developed to support gateway-to-gateway VPN connections. The home gateway was built on embedded Linux box with different open source software to establish an automatic VPN connection to VPN server and provide home network connectivity for different clients inside home network.
The IPTV VPN starts up as follows. For host-to-gateway connections, an end-user starts up a laptop and a VPN client programme configured with Acreo’s own VPN server which will set up a VPN-tunnel between the server and client. The laptop will then obtain a public VPN IP address via the Dynamic Host Configuration Protocol (DHCP) service which the VPN server provides. The OSPFv2 and PIM-SM routing protocol are running between the VPN server and Acreo Hudiksvall Router. The internet traffic will then be routed over the tunnel via the VPN server to the Acreo Hudiksvall Router. The multicast traffic from the source in the Acreo IPTV system will be routed via the Acreo Hudiksvall Router (the Rendezvous Point (RP) in the PIM-SM domain) to the VPN server (PIM-SM enabled) over a VPN-tunnel to the client. The difference between the gateway-to-gateway and host-to-gateway VPN connection is the home gateway acts as a VPN client and IGMP proxy, besides playing normal gateway role with the route and DHCP functions for clients inside the home network.

4 Measurement and Analysis

4.1 Test methodology

Various measurement instruments and methods were used to evaluate the QoS of IPTV VPN service. Most used for the IPTV testing was one professional IPTV measurement system - Agama Analyzer \[16\]. Other tools were also used to test network delay, network connectivity, network capacities, etc. In addition, end-users' perceived inspections are also a common method and used to measure IPTV visual quality. The main test activities are as follows.

- Evaluate the VPN services qualities.
- Compare IPTV service qualities between the VPN and normal wired line connection.

4.2 VPN service qualities measurements

As carrier tunnels to deliver IPTV service, the QoS of VPN connections will determine IPTV service qualities. Therefore, VPN connections qualities (network delay, network connectivity, capacities loss, etc) were quantified under different VPN server configuration options. These options have some influences on VPN connectivity performance, such as some security options for different encryption algorithms, keyed-Hash Message Authentication Code (HMAC) for integrity check, data compression with “comp-lzo” option, etc. The VPN connectivity was measured with two test cases shown in Figure 4 and Figure 5.

The test case 1 and test case 2 were performed five times in a row with different VPN server configuration options. The measurement values are presented in Table 1. There are six different options in the first row of the table, for example, option 1 is original network bandwidth test without VPN connections; option 5 is VPN bandwidth test with data compression enabled.
IPTV service qualities comparisons between the VPN and normal wired line connections had been done with an Agama instrument and from user perspectives. Below Figure 6 and Figure 7 are shown that represent test results that one IPTV channel from same streamer was measured by Agama Analyzer during 72 hours (from 2009-05-29 8:00 to 2009-06-01 8:00). In the context of computer networks, the term jitter is often used as a measure of the variability over time of
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Fig. 6. SVT TV4 Komedi channel measuring graph from Agama Analyzer. Green=OK, Blue=minor distortion, Yellow=major distortion, Red=Packet loss

Fig. 7. SVT TV4 Komedi channel Real-Time measurement graphs from Agama Analyzer. The left chart is the measurement results with no VPN connections; the right chart is measurement results with VPN connections.

the packet latency across a network [18]. A bigger number of packet jitter value means larger packet latency. The Packet Jitter measurements were performed and test results are presented in Table 2. From user perspectives, normal quality

<table>
<thead>
<tr>
<th></th>
<th>normal wired lines</th>
<th>VPN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Packet Jitter</td>
<td>5.9 ms</td>
<td>9.8 ms</td>
</tr>
<tr>
<td>Maximum Packet Jitter</td>
<td>9.8 ms</td>
<td>41.5 ms</td>
</tr>
</tbody>
</table>

Table 2. The Packet Jitter measurement results from Agama Analyzer

TV and High Definition (HD) TV were measured in terms of zapping time in a small scale trial. In the measurement, a normal quality TV’s bitrate is around 4Mb/s and the bitrate for a HD TV is above 7Mb/s. The zapping time for normal quality TV channels between VPN and normal wired line connections are
almost same. For HD TV channels, there were comparative long time delay in terms of zapping time.

4.4 Discussion

The VPN service connectivity benchmark results can be summarized as follows. 1) The VPN network bandwidth loss rate is approximate 26%–32% comparing to original network bandwidth. 2) The VPN network bandwidth is nothing with the security options (encryption algorithm, session authentication, HMAC, etc). 3) For network delay, the data compression “comp-lzo” option can reduce VPN network delay while the security options worsen the network delay. In table I, the VPN connection without security options but with data compression enabled is the winner in all tests. The VPN connection with all security options shows rather larger network delay (average 36.07ms). The mission-critical IPTV service requires low network delay and high real-time multicast traffics. However, securing multicast streaming will consume system resource and give negative impact on the service performance, bandwidth, QoS, etc. If no confidentiality requirement for multicast streaming, to some extent, authentication of both communication parties can ensure IPTV security. In this way, the consumption of system resource is reduced and the services performance is improved.

For IPTV VPN, the measurement results show that the qualities of IPTV VPN service is acceptable both from IPTV measurement instrument and user perspectives. By comparison, there was no obvious difference for normal quality TVs between the VPN and normal wired line connections. However, for HD TVs usually with bitrate above 7Mb/s, VPN connections gave a comparatively poor Quality of Experience (QoE) [19].

5 Conclusion

Previously Acreo only had access to end-users in “its own” networks in terms of IPTV. In this paper, a VPN solution is designed and implemented to realize a scalable IPTV delivery way, which can allow remote end-users over a wider geographical area to access IPTV service at a lower operation cost. The evaluations of proposed schema show that the qualities of IPTV service via VPN are acceptable. Although there is a network capacity reduction of VPN due to network management traffic overhead, VPN is still a good way or in some case the only solution of scalable IPTV distributions. Additionally, the VPN solution supports certificate infrastructure and can provide a flexible way for test pilots control simply by creating or revoking different certificates for different groups of users. Besides, this solution is able to reduce operation costs, transportation costs, provide improved security and better control due to native traits of VPN. Finally, almost all implementations are based on open source software, which makes the whole system more scalable and extendable.
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