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Abstract—In this work, we compare emotion recognition on two types of speech: spontaneous and acted dialogues. Experiments were conducted on the AVEC2012 database of spontaneous dialogues and the IEMOCAP database of acted dialogues. We studied the performance of two types of acoustic features for emotion recognition: knowledge-inspired disfluency and non-verbal vocalisation (DIS-NV) features, and statistical Low-Level Descriptor (LLD) based features. Both Support Vector Machines (SVM) and Long Short-Term Memory Recurrent Neural Networks (LSTM-RNN) were built using each feature set on each emotional database. Our work aims to identify aspects of the data that constrain the effectiveness of models and features. Our results show that the performance of different types of features and models is influenced by the type of dialogue and the amount of training data. Because DIS-NVs are less frequent in acted dialogues than in spontaneous dialogues, the DIS-NV features perform better than the LLD features when recognizing emotions in spontaneous dialogues, but not in acted dialogues. The LSTM-RNN model gives better performance than the SVM model when there is enough training data, but the complex structure of a LSTM-RNN model may limit its performance when there is less training data available, and may also risk over-fitting. Additionally, we find that long distance contexts may be more useful when performing emotion recognition at the word level than at the utterance level.
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I. INTRODUCTION

Research in cognitive science has shown that emotions are vital in human cognition and communication processes [1], such as memory [2], decision making [3], and social behaviour [4]. Therefore, it is also important for research in Artificial Intelligence to model emotional intelligence. This led to the establishment of the field of Affective Computing, in which emotion recognition has been a focus. It has become increasingly apparent that automatic recognition of emotion is crucial for advancing technologies related to human-computer interaction, such as human-agent dialogue systems.

In a virtual agent dialogue system, the ability to recognize and express emotions can make the agent appear more natural and believable to its human dialogue partner. It also increases user satisfaction and task success rate. For example, a virtual agent that is able to copy and adapt its laughter and expressive behaviours has been shown to increase users’ humour experience [5]. Similarly, in affective game design, Non-Player Characters that are aware of the emotional states of the player and can generate emotional reactions have been shown to keep players engaged and to improve their gaming experience [6].

State-of-the-art approaches for improving emotion recognition performance focus on identifying better feature representations and applying models that fuse multiple modalities and include contextual information. Previous studies proposed various features and models. However, the effectiveness of these approaches may vary for different emotion recognition tasks. How to choose from these approaches is still an open problem. In this work, we compare knowledge-inspired features which describe the occurrence of disfluencies and non-verbal vocalisations (DIS-NV) in utterances, with statistical features which describe acoustic characteristics of the data. We also compare the performance of the widely used Support Vector Machines (SVM) and the Long Short-Term Memory Recurrent Neural Networks (LSTM-RNN) as classification models. We conducted emotion recognition tasks on both spontaneous and acted dialogues to gain a better understanding of the impact of different types of data.

A. Background

Disfluency and non-verbal vocalisations are important phenomena in natural speech. To the best of our knowledge, there have been no psycholinguistic studies showing a direct relation between disfluencies and emotions. However, emotions can influence the neural mechanisms in the brain, and thus influence sensory processing and attention [8]. This in turn influences speech processing and production, which may result in disfluencies. Current studies on human-human dialogues suggest that disfluency conveys information such as level of conflict [9], or uncertainty of the speaker [10]. Non-verbal vocalisations, especially laughter, have also been identified as universal and basic cues in human emotion recognition [11].

In our previous work [12], we showed that DIS-NV based features obtained state-of-the-art performance for recognizing emotions in spontaneous dialogues, and were found to be the most predictive type of feature. Consistent with psycholinguistic studies, the DIS-NV features were especially predictive for the Expectancy dimension which relates to the uncertainty of the speaker. However, our recent experiments on the IEMOCAP database of acted dialogue indicate that the DIS-NV features may be less predictive in acted dialogues.
[13]. Thus, we would like to investigate aspects of the data that influence the predictiveness of different features and models.

Previous work applies the classic regression or classification algorithms to build emotion recognition models, such as Support Vector Machines [14], Hidden Markov Models [15], and Conditional Random Fields [16]. There have also been studies on feature engineering for emotion recognition, such as Canonical Correlation Analysis [17], and Correlation-based Feature-subset Selection [12]. There are many different algorithms to choose from and their effectiveness varies for specific tasks. However, previous work suggests that the predictiveness of features may have greater influence. That is, there may not be significant differences between the performance of different machine learning algorithms when using the same feature set under similar circumstances [18].

In recent years, deep learning models have obtained leading performance in machine learning tasks, especially in the areas of computer vision and speech recognition [19]. The network structure of deep learning models allows flexible control when fusing multiple modalities and including contextual information, which enables the models to learn better feature representations automatically. They have also achieved improved performance in emotion recognition compared to conventional machine learning algorithms. For example, deep hierarchical neural networks obtained the best reported results in detecting the Valence emotional dimension values and level of conflict [20], and the use of autoencoders has improved unsupervised domain adaptation in affective speech analysis [21].

However, compared to databases used for speech or image recognition tasks, the emotional databases are relatively small. This may limit optimization of the complex model structure of a deep learning model. The ability to generalize over different databases is also an issue for current deep learning models. In this work, we use the LSTM-RNN model as an example to investigate the predictiveness and robustness of deep learning models for emotion recognition, and compare their performance with the widely used SVM model.

B. Our Work

There are three important aspects for building an emotion recognition model: the data, the feature set, and the classification or regression model. For the data aspect, there are two main approaches for collecting conversational emotional databases: by recording acted or spontaneous dialogues.

For the feature aspect, there are two main types of features we can extract for most modalities (e.g., acoustic or visual): knowledge-inspired features describing cues that were identified in psychological studies of human emotion recognition, and statistical features describing properties of the data.

For the model aspect, from a temporal view, models may use information from only the current time, or they can include contextual information; From a structural view, models may be flat using the input feature representations directly, or layered, designed to learn a better feature representation before performing classification or regression. Whether to choose one approach or the other, or to combine them, are questions faced by most emotion recognition researchers. In this work, we attempt to provide a better understanding of these issues by using the following as examples to compare these approaches:

- **Data:**
  - Spontaneous: the Audio/Visual Emotion Challenge 2012 (AVEC2012) database [22]
  - Acted: the Interactive Emotional dyadic MOtion CAPture (IEMOCAP) database [23]

- **Features:**
  - Knowledge-inspired: disfluencies and non-verbal vocalisations (DIS-NV) features [12]
  - Statistical: Low-Level Descriptors (LLD) features [24]

- **Model:**
  - **Temporal:**
    - Without context: Support Vector Machine (SVM) [25]
    - With context: Long Short-Term Memory Recurrent Neural Network (LSTM-RNN) [26]
  - **Structural:**
    - Flat: SVM
    - Layered: LSTM-RNN

Our results show that the performance of different types of features and models largely depends on the nature of the data they are applied to. Thus, features and models should be chosen based on the type of dialogue and the amount of data that the task is performed on.

II. DATABASES AND RELATED WORK

We chose the AVEC2012 database of spontaneous dialogues and the IEMOCAP database of acted dialogues because they are the most widely used databases of English dialogues annotated with dimensional emotions.

A. The Dimensional Emotion Annotation

In this work, we use dimensional emotion annotation, in which emotions are represented as vectors in a multi-dimensional space. There are four commonly used emotional dimensions: Arousal, Expectancy, Power, and Valence [27]. The Arousal dimension describes the activeness of a subject; the Expectancy dimension describes whether the subject feels that the things under discussion are predictable (positive values) or surprising (negative values); the Power dimension describes whether the subject feels that (s)he dominates the conversation (positive values) or (s)he is being dominated (negative values). The Valence dimension describes whether the subject has positive feelings (positive values) or negative feelings (negative values) towards the topics under discussion.

B. The AVEC2012 Database

The AVEC2012 database [22] was collected as part of the SEMAINE corpus [28]. It includes approximately 8 hours of audio-visual recordings, auto generated word timings, and manually corrected and aligned transcripts of 24 subjects conversing with 4 on-screen characters role-played by human operators. Each character is designed with a different personality, namely even-tempered Prudence, happy Poppy, angry Spike, and depressive Obadiah. Topics of conversation vary from daily life to political issues, and each dialogue session is approximately five minutes long. The 24x4 recordings are divided into the training set, development set, and test set.
each containing 32 dialogue sessions. In this work, we focus on word level emotion recognition, in which each word spoken by a subject is a data instance. The numbers of instances contained in the training set, development set, and test set are 20169, 16300, and 13405, respectively. We combined the training and development set for training our models (36469 training instances in total), and tested on the test set.

The AVEC2012 database uses real-value vectors in the Arousal-Expectancy-Power-Valence emotion space to represent emotions. It contains emotion annotations for each frame of the recording. The average of all the annotations was used when the annotators disagreed. The word level emotion annotations use the mean of all frames in a word as their emotion values. In this work, to get a clearer view of the relations between features and different emotions, we transformed each dimension of continuous emotion annotations into three discrete categories: low (value range [-1, -0.333]), medium (value range (-0.333, 0.333)), and high (value range [0.333, 1]).

C. The IEMOCAP Database

The IEMOCAP database [23] contains approximately 12 hours of audio-visual recordings from 5 mixed gender pairs of actors. The recordings were manually transcribed. Each conversation was approximately five minutes long. There are 10037 utterances in total, of which 4782 utterances were not scripted. When collecting the non-scripted dialogues, the actors were instructed to act out emotionally intense scenarios, e.g., telling a best friend that (s)he has been accepted into his/her most desired university. When collecting the scripted dialogues, the actors would follow pre-scripted lines to act out scenarios, such as an argument between a married couple.

Emotions were annotated at the utterance level with a 1 to 5 integer score of the Arousal, Power, and Valence emotion dimensions. The average of all the annotations was used when the annotators disagreed. We categorized the scores into three classes: low (with scores less than 3), medium (with scores equal to 3), and high (with scores larger than 3). This was done in order to have a clearer view of the relation between emotions and features, and to reduce the influence of imbalanced classes.

D. Related Work

Previous work on the AVEC2012 database has focused on using Low-Level Descriptor (LLD) based features for the acoustic model (e.g., [14], [29], [30]). However, there are results indicating that knowledge-inspired features, such as global prosodic features, may also be highly predictive (e.g., [15], [31]).

Most recognition models on the AVEC2012 database use Support Vector Regression without including contextual information. However, emotion is a relatively stable phenomenon and the emotional states of previous words are closely related to the current state. Therefore, the few models that have included contextual information, in either the features extracted [12] or the recognition model used (e.g., Hidden Markov Model [15], and Particle Filtering [29]), have shown better performance in emotion recognition. To the best of our knowledge, the only previous work on the AVEC2012 database that applies deep learning models used the LSTM-RNN model to learn better audio and visual feature representations separately, and then applied Support Vector Regression on the outputs of the LSTM-RNN models [32]. In their work, emotions were recognized at the frame level and their models were tested on the development set. Their results show that using LSTM-RNN models improves recognition performance compared to using the LLD features directly, which indicates that the LSTM-RNN model learned better feature representations.

In previous work on the IEMOCAP database, LLD features are also widely used for acoustic models (e.g., [33], [34]). However, recent work has shown that knowledge-inspired global prosodic features are more predictive than the LLD features for predicting binary Arousal values [35].

The LSTM-RNN model was used directly for classification in previous work on the IEMOCAP database. Results have shown that LSTM-RNN models have better performance than Hidden Markov Models (e.g., [36], [33]). Another application of deep learning methods uses Denoising Autoencoders to model gender information, which is shown to help with the emotion recognition task [37].

Because different settings were used in previous work, such as data preprocessing and focusing on different emotion annotations, it is hard to compare results. The different nature of emotion recognition tasks on the AVEC2012 database and the IEMOCAP database also means that results on these two databases are not directly comparable. Thus, in this work, we build our own models to compare the performance of knowledge-inspired and statistical acoustic features, when used with both a conventional classification model and a deep learning model. We performed experiments on both the AVEC2012 and the IEMOCAP databases.

III. FEATURES AND MODELS

In our experiments, we extracted the DIS-NV and the LLD features, and built the SVM and the LSTM-RNN models.

A. Features

1) DIS-NV Features: In this work, we study three types of disfluencies: filled pauses (non-verbal insertions, e.g., “eh”), fillers (verbal insertions, e.g., “you know”), and stutters (involuntarily repeats of part of a word or words); as well as two types of non-verbal vocalisations: laughter and audible breath. We chose them because they are the most common in the databases, and they are relatively easy to annotate from transcripts. We manually annotated DIS-NVs for both databases.

We used a moving window with a length of 15 words to compute the disfluency features for word-level emotion recognition on the AVEC2012 database. As shown in Figure 1, the window includes the current word and its 14 history words, and slides from the beginning of a dialogue session until its end. Feature values are calculated as the ratio between the sum duration of each type of DIS-NV appearing in the window and the total duration of the window (including silences between words). This results in 5 DIS-NV features for each word. We choose a window length of 15 words because this is the average length of an utterance. For utterance-level emotion recognition on the IEMOCAP database, we used the real utterances instead of the moving window.
These features include 25 energy/spectral LLD \times 19 functional, 4 delta coefficients of the pitch-based LLD \times 19 functional, and the number of pitch onsets (pseudo syllables) and the total duration of the input.

3) Summary of Features: We extracted two types of features in this work: knowledge-inspired DIS-NV features, which describe data at the utterance level with a small number of features; and statistical LLD features, which describe data at the frame level with a large feature set. The LLD features are able to give detailed information of all the data, while the DIS-NV features can highlight the utterances that may be specifically interesting for emotion recognition. The LLD feature sets have been widely used in current emotion recognition studies, while the DIS-NV features we proposed in our previous work [12] have shown performance improvement over other state-of-the-art unimodal feature sets in recognizing emotions in spontaneous dialogues on continuous scales.

B. Classification Models

We built two types of classification models in this work: a SVM model, which does not model sequence information and uses the given feature representations directly; and a LSTM-RNN model, which can automatically learn a flexible history length and an abstracted feature representation. Compared to the SVM model, the LSTM-RNN model has more parameters that need to be learned during training.

1) SVM: Our SVM models [25] were built with the LibSVM [38] classifier using WEKA [39]. We used the C-SVC approach with RBF kernel for both databases. All features were normalized to [-1,1] before classification. This is the setting widely used in previous work (e.g., [14], [22]).

2) LSTM-RNN: The LSTM-RNN model [26] is a neural network with multiple hidden layers and a special structure called “the memory cell” that can model long range context information. Compared to conventional RNN architectures, the LSTM-RNN model is able to learn from a longer history.

A hidden layer in a LSTM-RNN model is composed of recurrently connected memory blocks, each of which contains one or more recurrently connected memory cells. Each memory cell has three multiplicative “gate” units: the input, output, and forget gates. These gates perform the operations of reading, writing, and resetting, respectively. They allow the network to store and retrieve information over long periods of time. The structure of a LSTM memory cell is shown in Figure 2 [40]. “CEC” in the figure represents the “Constant Error Carousel”, which is the central neuron that recycles status information from one time step to the next. The small blue circles with a cross inside indicate multiplicative connections. The peephole connection gives direct access to the central neuron.

We used the PyBrain toolbox [40] to build the LSTM-RNN models, with one memory cell in each memory block. For models on the AVEC2012 database, we used 16 memory cells for the DIS-NV feature set, 64 cells for the LLD feature set, and 64 cells for the DIS-NV and LLD concatenated feature set. For models on the IEMOCAP database, we used 16 cells for the DIS-NV feature set, 32 cells for the LLD feature set, and 32 cells for the concatenated feature set. All networks were trained using a learning rate of 10^{-5}. The number of memory...
models cells was selected by cross-validation experiments, while the learning rate was selected following settings in [33].

IV. RESULTS AND DISCUSSION

Results of our experiments on the AVEC2012 and the IEMOCAP databases are shown in Table II and Table III. The numbers are the weighted F-measures of the three classes of each emotion dimension, as defined in Section II-B. In the first row of the result tables, “A” represents Arousal; “E” is Expectancy; “P” is Power; “V” is Valence; “Mean” refers to the unweighted average of results on all emotion dimensions. In the first column, “DN” represents using the DIS-NV feature set alone; “LLD” is using the LLD acoustic feature set alone; “DN+LLD” is fusing the DIS-NV model and the LLD model at the feature-level, in which the DIS-NV feature set and the full LLD feature set are first concatenated, and then a LSTM-RNN model is applied to this concatenated feature set. Applying a SVM model to the concatenated feature set gave results that were not much different from the LLD-SVM models. Thus, we did not report these results in the tables.

A. Results on the AVEC2012 Database

Our results on the AVEC2012 database are shown in Table II. The models were trained on the AVEC2012 train+development set and tested on the unseen AVEC2012 test set. We used the train+development set to obtain more training instances for the LSTM-RNN models. We will perform cross-validation with the AVEC2012 database in the future. In SVM experiments with LLD features, Principal Components Analysis (PCA) preserving 95% of the total variance was applied to the LLD feature set to reduce dimensionality, resulting in 640 features. The LLD feature set used for LSTM-RNN models was the original full feature set.

When using SVM as the classification model, as in our previous work [12], performance of the DIS-NV features is at least as good as the performance of the LLD features, while reducing the number of features from 1842 to 5. This verifies the predictive power of the DIS-NVs for emotion recognition in spontaneous dialogues. The performance difference between the DIS-NV and the LLD features is less pronounced compared to our previous work with continuous emotion annotation [12]. This may be due to transforming the regression task to a classification task, and the use of different evaluation metrics.

Applying the LSTM-RNN model instead of the SVM model improves the performance of the DIS-NV features. However, for the LLD features, using the LSTM-RNN model instead of the SVM model does not give better results. This may be because the LSTM-RNN model for the LLD feature set has a more complex structure than the LSTM-RNN model for the DIS-NV features. The number of input neurons of a LSTM-RNN model equals the number of features. Thus, the LSTM-RNN model for the LLD feature set is much bigger and has many more parameters that need to be learned during training. We also find a large decrease in performance of the LLD-LSTM model on the test set compared to on the training set, which indicates that the LLD-LSTM model may have the issue of over-fitting.

Fusing the DIS-NV and the LLD models gives results close to the LLD-LSTM models. Feature-level fusion gives small improvements compared to the LLD model, but not compared to the DIS-NV model. The size difference between the DIS-NV and the LLD feature sets may be the reason for the limited improvements obtained by simply concatenating feature sets. The small number of DIS-NV features compared to the LLD features (5 V.S. 1842) may result in the network being dominated by the LLD features. The DIS-NV features and the LLD features also describe data at different levels. Thus, a better fusion strategy than combining the two feature sets at the same level is needed, such as adding the frame-level LLD features at the input layer of the network, and adding the utterance-level DIS-NV features at a higher level of the network structure.

B. Results on the IEMOCAP Database

Unlike the AVEC2012 database, the Expectancy emotional dimension was not annotated in the IEMOCAP database. Because the IEMOCAP database was not split into training and test partitions, we performed 10-fold cross-validation on the IEMOCAP database. The results are shown in Table III. We report averages of F-measure over the test set of each cross-validation experiment, in which the models were trained with 90% of the IEMOCAP database, and tested with the remaining 10% unseen data. This is standard for experiments with the IEMOCAP database.

Unlike our results on the AVEC2012 database, the DIS-NV features are less predictive than the LLD acoustic features on the IEMOCAP database. This may be caused by the DIS-NVs
being less frequent in acted dialogues compared to spontaneous dialogues (as shown in Table I). This indicates that there are fundamental differences between spontaneous and acted dialogues, thus feature predictiveness is influenced by the type of dialogue, which is consistent with our previous work on the IEMOCAP database [13].

Applying the LSTM-RNN model instead of the SVM model improves performance of the DIS-NV features. However, similar to our results on the AVEC2012 test set, applying the LSTM-RNN model to the LLD features leads to a decrease in performance. The increase in performance of the DIS-NV features is smaller on the IEMOCAP database, while the decrease of the LLD features is more obvious. One reason may be that although the total lengths of recordings in the two databases are about the same, the different annotation levels (utterance vs. word) result in fewer training instances available for the LSTM-RNN model in the IEMOCAP database (9033 training instances for the IEMOCAP database, 36469 training instances for the AVEC2012 database). Thus, there may not be enough data to optimize the networks. Another reason may be that compared to word-level emotion recognition, utterance-level emotion recognition may benefit less from including long range context information. A similar result was found in the work of Metallinou et al. [34] on the IEMOCAP database, where a Hidden Markov Model gave better results than a LSTM-RNN model for recognizing the Arousal dimension of emotion at the utterance level using LLD features.

Similar to our results on the AVEC2012 database, using the DIS-NV and the LLD model at the feature-level gives better performance than using only the LLD features. This verifies that the DIS-NV features contain additional information to the low-level acoustic features.

C. Discussion

Our experiments on different types of features have shown that the knowledge-inspired DIS-NV features perform better than the statistical LLD features when recognizing emotions in spontaneous dialogues. In contrast, the DIS-NV features are less predictive than the LLD features in acted dialogue, which may be due to the infrequency of DIS-NV in acted dialogues. These findings reflect fundamental differences in spontaneous and acted speech.

Because of the complex structure of the LSTM-RNN model, it can only outperform the SVM model when there is enough training data available. The large number of parameters in the LSTM-RNN model may also lead to the problem of over-fitting and may not generalize well to unseen data. Thus, in future work, we will include more emotional databases of English dialogues with dimensional emotion annotations, and train the models on a merged dataset of available databases.

Our experiments on different types of models have shown that contextual information is useful for emotion recognition. However, we found that emotions may be more stable at the word level than at the utterance level. That is to say, the emotion of the current word is closely related to the emotions of other words within the same utterance, but the emotion of the current utterance may be less related to the emotions of other utterances of the speaker, especially those far away. This makes the LSTM-RNN model more suitable for word-level emotion recognition due to its ability to learn from long distance contexts. However, when performing utterance-level emotion recognition, long distance contexts are less useful, which makes the LSTM-RNN model less helpful. In the future, we will analyse the descriptive statistics of the emotion annotations on word level and utterance level to study the level of stability of emotions in dialogue.

V. Conclusion

In order to study the influence of types of dialogues on the performance of emotion recognition, we conducted experiments on the AVEC2012 database of spontaneous dialogues and the IEMOCAP database of acted dialogues. We extracted two types of acoustic features in this work: knowledge-inspired DIS-NV features, and statistical LLD features. We also compared SVM and LSTM-RNN as the classification models. Our results show that the performance of features and models is largely influenced by the dialogue type and the size of the data set.

Consistent with our previous work ([12], [13]), utterance-level knowledge-inspired features outperform frame-level statistical features when recognizing emotions in spontaneous dialogues, but not in acted dialogues. In this work, we find that LSTM-RNN models consistently give better performance than the SVM models when there is enough training data. However, the complex structure of a LSTM-RNN model limits its performance in emotional databases that have less training instances available, and may also lead to the problem of over-fitting. Including contextual information was shown to be helpful, although long distance contexts may be more useful when performing emotion recognition at the word or frame level.

We are aware that our comparisons are not yet complete. For example, we only compared flat models without context (the SVM models) and layered models with context (the LSTM-RNN models). We plan to fill in the gap by experimenting on flat models with context (e.g., Hidden Markov Models), and layered models without context (e.g., Neural Networks). In the future, we will study the predictive power of other knowledge-inspired acoustic features (e.g., global prosodic features). We will also work on building a hierarchical emotion recognition model that combines different types of features at different levels based on their nature, such as whether the features are utterance-level features or frame-level features. In the future, we will also examine whether our findings generalize to other databases of English dialogues annotated with dimensional emotion annotations, such as the Belfast naturalistic database [41].
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