Cognitive State Measurement from Eye Gaze Analysis in an Intelligent Virtual Reality Driving System for Autism Intervention
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Abstract—Autism Spectrum Disorder (ASD) is a group of neurodevelopmental disabilities characterized by pervasive impairments in social communication and behavioral functioning. The estimated prevalence of ASD is 1 in 68 in the United States [1]. While researchers have extensively studied how to improve social skills, language development, and emotion recognition in young children with ASD [2], far fewer studies have focused on meaningful skills related to adaptive adult independence such as driving. Many individuals fail to achieve typical milestones related to adult independence, with the ability to drive an automobile representing a particularly important skill for individuals with ASD as well as typically developing adults.

Recent literature has shown that individuals with ASD face difficulty in learning and maintaining driving skills [3], [4], [5]. Compared with their Typically Developing (TD) peers, individuals with ASD have difficulty in identifying driving hazards and appear to exhibit differences in gaze pattern and physiology signals while driving [6], [7].

A growing number of studies have investigated Virtual Reality (VR)-based intervention for children with ASD [8]. VR technology offers the potential to create an immersive, interactive, and realistic environment for behavioral learning and generalization in real-world situations. Using VR-based intervention platforms for ASD treatment has the advantage of allowing precise control of complex stimuli, providing individualized treatment, and creating a structured and safe learning environment [8], [9], [10]. We developed a novel VR-based driving system for the purpose of addressing driving skills of adolescents with ASD. A future goal is to incorporate closed-loop control into this VR-based driving system such that each individual can be trained at an optimal cognitive load by manipulating the difficulty levels of the driving tasks.

An individualized intelligent VR-based driving system, which can offer driving tasks with appropriate cognitive load for each individual, may have the ability to improve the user’s long-term performance. The cognitive capacity in working memory is limited, and thus if a learning task requires too little or too much cognitive capacity, learning may not be optimal [11]. A proper cognitive load has the
ability to maximize a participant’s long-term performance by offering challenging tasks within his/her ability [12], [13]. The cognitive feedback has been studied in the context of intelligent systems [13], [14], [15], which provide the motivation for this work.

One of the challenges to building such an intelligent system is to measure a participants’ cognitive load in real time. Eye gaze has been shown to reflect cognitive information [16], and thus has the potential for real-time cognitive load measurement [17]. In this paper, we explore the feasibility of eye gaze as a tool for assessing cognitive load of individuals with ASD as they participate in a VR-based driving task. Tracking eye movement is widely used and a valuable means for cognitive load measurement [18]. Eye gaze data include rich information, such as blink rate and pupil diameter, that reflects a user’s cognitive state [16]. Previous research documented that pupil dilation quickly responded to changes in cognitive workload [19] and that pupil diameter increased as workload increased [20]. However, when cognitively overloaded, the pupil diameter decreased as the workload intensified [19]. The mean pupil diameter [17] and the blink rate [21] also varied under different workload conditions. The blink duration became shorter under a higher workload [20]. Because of this variability, for this work we extracted multiple eye gaze features that are known to vary with cognitive loads and input them into classification methods for cognitive load measurement.

Perceived task difficulty is a widely used indicator for cognitive load [22] and such difficulty level rating was utilized to verify cognitive load measurement in [23], [24]. The correlation between cognitive load and perceived task difficulty has been shown in [25], [26]. It was further demonstrated that the difficulty level has the ability to modulate the cognitive load a user experiences [14], which implies the option of adjusting difficulty level to optimize the cognitive load in the closed-loop intelligent system. In the current work, we compared six classification methods for cognitive load measurement. The results were verified against a therapist’s ratings of perceived difficulty level.

The contributions of this paper are two-fold. By having teenagers diagnosed with ASD participating in a VR-based driving system, we first demonstrate that there are several eye gaze features that vary under different cognitive loads. We then perform a comparative study on feature-based measurement of cognitive load. This work will inform the future closed-loop intelligent driving system that we are developing, which will adapt the driving task difficulty to optimize a participant’s cognitive load in order to optimize learning.

This paper is organized as follows. The VR-based driving system and the experiment protocol are described in Section II. Eye gaze feature extraction and analysis are presented in Section III. The results using eye gaze features for cognitive load measurement are discussed in the following section. Section V summarizes the contributions and limitations of the present work.

II. SYSTEM DESIGN AND EXPERIMENT SETUP

A. The VR-based Driving System

The VR-based driving system included three components: a driving simulator, a data capture module and a therapist rating module, shown in Fig. 1. The participant operated the driving simulator to complete driving assignments. His/her peripheral physiological signals, Electroencephalogram (EEG) signals, eye gaze data and performance data were acquired via the data capture module. In the therapist rating module, a therapist observed and rated the participant’s affective and cognitive state in real time. Three components of the VR-based driving system were synchronized by time stamped events from the driving simulator via a local area network (LAN).

The driving simulator included a VR driving environment and a Logitech G27 steering wheel controller, shown in Fig. 2. The models in the VR driving environment were built with the modeling tools ESRI CityEngine (www.esri.com/cityengine) and Autodesk Maya (www.autodesk.com/maya). Driving assignments in the VR driving environment were developed with the game engine Unity3D (www.unity3d.com).

Eighteen different driving assignments belonging to six different difficulty levels were developed in the VR driving environment. The difficulty level of a driving assignment was determined by controlling parameters of the driving simulator. Controlling parameters included the speed limit of the agent vehicle, the weather of the driving environment, and the responsiveness of the agent vehicle’s brakes and accelerator. In the lowest difficulty level (level 1), the speed limit was the lowest, the vehicle fully responded to the brake
and accelerator, and the weather was sunny. In the highest difficulty level (level 6), the speed limit was the highest, the responsiveness of brakes and the accelerator was only half of the level 1, and the weather was raining. The difficulty levels were tested and validated in our previous work [27]. Three different driving assignments was included in each difficulty level.

The data capture module recorded participants’ driving performance, EEG, peripheral physiological, and eye gaze data. Participants’ driving behaviors and task performance were automatically logged as their driving performance. The driving behaviors indicated how the participant drove the agent vehicle. The task performance reflected to what degree one participant completed the driving tasks. The data capture module also measured data from three physiology related modalities: EEG, peripheral physiological and eye gaze data, shown in Fig. 3.

A Tobii X120 remote eye tracker (www.tobii.com/) was used to track the participant’s eye gaze data. Biopac MP150 (www.biopac.com) sensors recorded peripheral physiological signals wirelessly with a frequency of 1000Hz. The peripheral physiological signals included electrocardiogram (ECG), photoplethysmogram (PPG), electromyogram (EMG), respiration (Resp.) skin temperature (SKT), and galvanic skin response (GSR). An Emotiv EEG headset (www.emotiv.com) recorded 14-channel EEG signals with frequency 128Hz. The 14-channel signals were measured from positions AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, and AF4, defined by the 10-20 system of electrode placement [28].

In the rating module, the participant’s affective and cognitive states were observed and rated by a therapist on a 0-9 Likert scale in real time. The difficulty level rating was used as the ground-truth for cognitive load since difficulty level was an indicator of cognitive load [22]. The initial difficulty level ratings were clustered into two classes for classification based on the therapist’s rating criterion. Ratings under 5 fell into the low cognitive load class. The ratings greater than 5 were in the high cognitive load class.

The perceived difficulty level was more flexible to reflect the cognitive load compared to the designed task difficulty level because the same task may cause different cognitive loads for different persons depending on their individual ability, state, and attitude [29]. Additionally, children with ASD commonly have challenges with recognition and communication of cognitive and affective experiences and thus self-reported cognitive and affective states were considered to be less reliable than a trained therapist’s ratings [30]. As a result, the ratings from a trained research clinician with multiple years of experience in coding behavior and affective states of individuals with ASD was used for ground-truth of cognitive load in this paper.

B. Experiment Setup

Twelve teenagers (ages 13-17 years) with ASD completed the driving experiments. Participants were recruited from an existing university clinical research registry. All participants had scores at or above clinical cutoff on the Autism Diagnostic Observation Schedule [31]. Their cognitive functioning was measured using either the Differential Ability Scales [32] or the Wechsler Intelligence Scale for Children [33].

Each participant completed a series of six experiments in different days. Each experiment included three driving assignments. The driving assignments in each experiment were unique except the first and the last experiments. TABLE I. shows all three assignments within each experiment. For example, in the first experiment, its three assignments were: assignment2 in level 2 (L2A2), assignment1 in level5 (L5A1), and assignment2 in level5 (L5A2).

At the beginning of an experiment, device setup was carried out by three researchers followed by a nine-point eye gaze calibration. Three minutes of baseline data including peripheral physiological and EEG data was recorded in a silent environment. Then, the participant practiced driving for three minutes in a free-form practice mode. After the practice, the participant completed three specific driving assignments of that experiment. Each experimental session lasted approximately one hour.

TABLE I. THE ASSIGNMENTS FOR EACH EXPERIMENT

<table>
<thead>
<tr>
<th>Experiment</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assignment1</td>
<td>L2A2</td>
<td>L1A1</td>
<td>L3A1</td>
<td>L4A1</td>
<td>L6A1</td>
<td>L2A2</td>
</tr>
<tr>
<td>Assignment2</td>
<td>L5A1</td>
<td>L1A2</td>
<td>L3A2</td>
<td>L4A2</td>
<td>L6A2</td>
<td>L5A1</td>
</tr>
<tr>
<td>Assignment3</td>
<td>L5A2</td>
<td>L1A3</td>
<td>L3A3</td>
<td>L4A3</td>
<td>L6A3</td>
<td>L5A2</td>
</tr>
</tbody>
</table>

III. EYE GAZE DATA ANALYSIS

The Tobii X120 remote eye tracker was used to track participant’s eye movement with a frequency of 120Hz. The detection range of the eye tracker was 22×22×30cm. The average accuracy of the eye tracker for eye gaze position was 0.5 degree, which was less than 1cm when the average distance between the participant and the screen was 70 cm as shown in (1). The initial eye gaze data offered by the eye tracker and their descriptions are listed in TABLE II.

\[70 \times \tan(0.5^\circ/2) = 0.305 \text{cm} \] (1)
A. Preprocessing of Eye Gaze Signal

The initial eye gaze data were preprocessed by 1) removing long duration invalid data; 2) reducing noise; and 3) mapping initial data into a quadruple data structure \((x_i, y_i, d_i, v_i)\) for feature extraction.

The invalid data in the initial eye gaze data were generated from 1) noise; 2) participant closed his eyes for blink; 3) participant’s head moved out of the eye tracker’s detection range. We first removed long duration invalid data generated from head movement. The duration of invalid data from noise and the blink duration were less than 1000ms. So if the duration of a section of continuous invalid data was more than one second, the data were removed.

We then reduced noise with a gap-fill-in method and median filter. The gap-fill-in method [34] filled in the lost eye gaze data via linear interpolation. The lost eye gaze points were added along a straight line, which were calculated with two nearest valid data before and after the lost data. The gap with less than 75ms length was filled since the minimum blink duration was 75ms [35]. The median filter in Matlab was implemented to reduce the noise after the gap-fill-in method.

Initial eye gaze data were then mapped into a 4-dimensional dataset \((x_i, y_i, d_i, v_i)\) for feature extraction. The validity of the eye gaze data \((v_i)\) was calculated with (2). If one of the eyes was detected, that eye gaze sample was considered valid. The 2-D eye gaze position \((x_i, y_i)\) was the average gaze position of the right eye and the left eye on the screen: 
\[
x_i = (x_{li} + x_{ri})/2 \quad \text{and} \quad y_i = (y_{li} + y_{ri})/2
\]
when the data was valid.

\[
v_i = \begin{cases} 
\text{valid, if } v_{ri} < 2 \text{ or } v_{li} < 2 \\
\text{invalid, otherwise}
\end{cases}
\]  

The averaged initial distance between the eye and the eye tracker \((d_i)\) was calculated from initial distances from one eye to the eye tracker: 
\[
d_i = (d_{li} + d_{ri})/2.
\]
The distance between eye and eye gaze position on the screen \((d_i)\) was approximated using the averaged initial distance between the eye and the eye tracker: 
\[
d_i \approx d_i.\text{ All distances are shown in Fig. 4.}
\]

The angle \(\theta\) equals the eye tracker angle, which was less than 30° during experiments. Considering the monitor size, \(\theta\) is less than 0. The relation of the distance \(d_i\) and actual eye and eye gaze position distance \(d_i\) satisfies (3). The equation ignores the distance between the eye tracker and the bottom of the monitor since it is much smaller compared to \(d_i\) and \(d_{ri}\).

\[
d_i \cos \theta = d_{min} = d_i \cos \theta\]
\[
d_i < d_{li} = d_i \cos \theta / \cos \theta < d_{i}/\cos 30^\circ = 1.15d_i.
\]  

The error between \(d_{li}\) and \(d_i\) is less than 0.15\(d_i\). So, using \(d_i \approx d_{li}\) is a simple and reliable way for the calculation of the distance between the eye and the eye gaze position.

B. Eye Gaze Features

We calculated six raw features after preprocessing, shown in TABLE III. Ten initial eye gaze features were generated from the six raw features, including the blink rate, the fixation rate, the mean and standard deviation (Std.) of blink duration, pupil diameter, fixation duration, and saccade duration.

The blink was defined with a closure duration from 75 to 400 milliseconds [36]. A blink was detected only when the eyes’ closure duration was within the thresholds. The pupil diameter was the average of pupil diameters of two eyes measured in mm \((p_i = (p_{li} + p_{ri})/2)\).

An adaptive algorithm for fixation and saccade detection from [37] was implemented. Compared to the algorithm with a predefined static velocity threshold [38], this adaptive algorithm calculated a dynamic threshold from the eye gaze data, which made the fixation and saccade detection more robust. The adaptive algorithm included three steps: 1) angular velocity (unit deg/sec) calculation; 2) iterative determination of the threshold between the fixation and the

<table>
<thead>
<tr>
<th>Data</th>
<th>Label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaze position</td>
<td>((x_i, y_i))</td>
<td>Horizontal and vertical gaze position of one eye (left or right eye) on the screen.</td>
</tr>
<tr>
<td>Pupil</td>
<td>(p_i, p_{li})</td>
<td>Size of pupil of one eye.</td>
</tr>
<tr>
<td>Distance</td>
<td>(d_i, d_{li})</td>
<td>Distance from one eye to the eye tracker.</td>
</tr>
<tr>
<td>Validity</td>
<td>(v_i, v_{li})</td>
<td>Validity of one eye. The value can be 0, 1, 2, 3, or 4, where 0 means that the eye was not found.</td>
</tr>
</tbody>
</table>

**TABLE III. THE EYE GAZE FEATURES**

<table>
<thead>
<tr>
<th>Raw features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blink rate</td>
<td>The blink frequency per minute</td>
</tr>
<tr>
<td>Blink duration</td>
<td>The closure time duration of a blink in ms</td>
</tr>
<tr>
<td>Pupil diameter</td>
<td>The pupil diameter in mm</td>
</tr>
<tr>
<td>Fixation duration</td>
<td>The time duration when the gaze stays at one point before shifting</td>
</tr>
<tr>
<td>Fixation rate</td>
<td>The frequency of looking at some point per second</td>
</tr>
<tr>
<td>Saccade duration</td>
<td>The time duration of a rapid movement of the eye between two fixation points.</td>
</tr>
</tbody>
</table>
saccade; and 3) detection of the fixation and saccade with the calculated threshold.

Savitzky-Golay filter in Matlab was used to reduce the noise for visual angle calculation. The changed visual angle (unit in degree) from the (i-1)th data to the ith data was calculated from (4).

$$\Delta \theta_i = 2 \tan^{-1}\left(\frac{\| (x_i, y_i), (x_{i-1}, y_{i-1}) \|}{2d}\right)$$  \hspace{1cm} (4)

The visual angle velocity \(\theta'_i\) was calculated with the changed visual angle in (5), where \(f = 120\) was the eye tracking frequency.

$$\theta'_i = f \Delta \theta_i$$  \hspace{1cm} (5)

The threshold was calculated with an iterative function as shown in (6). The initial peak velocity threshold was set to \(PT_1 = 100\) degree/second. The iteration stopped when \(|PT_n - PT_{n-1}| < 1\) degree/second.

$$PT_n = \mu_{n-1} + 4 \sigma_{n-1}$$  \hspace{1cm} (6)

The fixation was detected when the visual angular velocity \(\theta'_i\) was less than the calculated threshold. The saccade was the eye gaze movement with angular velocity larger than the calculated threshold.

Baseline features were considered in order to reduce the effects of individual differences in eye gaze pattern and experiment environment differences. However, it was very difficult to capture baseline eye gaze data in an ideal condition for teenagers with ASD. Many participants did not look at all towards the screen during the baseline time (and one even fell asleep). Instead, the eye gaze data before the driving assignment excluding the practice time were used as non-ideal condition baseline data. The baseline data were selected only if they included more than one minute of valid data.

The ten initial eye gaze features (named features without baseline) were extracted from eye gaze data during driving assignments. Ten baseline features were extracted from the non-ideal condition baseline data. Features with baseline were calculated by subtracting the baseline features from the initial features. Because of non-ideal conditions (e.g. the noise and the data loss due to head movements) for baseline recording we were not sure whether and to what extent the baseline features would be useful. We have, therefore, decided to include features with and without baseline for the cognitive load measurement.

IV. RESULTS

Each participant completed a total of eighteen assignments during his/her six experiments. Each assignment lasted two to five minutes. We got one data sample from each assignment. There were a total of 216 data samples from twelve participants. Because of unwanted movements of the teenagers with ASD during experiments, 31 data samples were removed. 185 data samples were remained for data analysis, among which 89 and 96 data samples belonged to the high and low cognitive load classes, respectively.

One way Analysis of variance (ANOVA) was used to test whether the means of the eye gaze features under different cognitive loads were significantly different. The mean features, which were significantly different under different cognitive loads (p<0.05), were: the blink rate with baseline (p = 0.0401), pupil diameter with baseline (p=0.0295), pupil diameter without baseline (p=0.0013), fixation duration mean without baseline (p=0.00185), fixation rate without baseline (p=0.0066), and saccade duration mean without baseline (p=0.0019). 0 shows the box plot of these eye gaze features in cognitive load measurement. The left box with number 1 represented the data from the high cognitive load condition; while the right box with number 2 was data from the low cognitive load condition.

Most of the features without baseline outperformed the corresponding features with baseline. The blink rate was an exception. However, the difference in the blink rate with baseline under different cognitive loads was small as its p value was close to 0.05. It seems that the usefulness of the non-ideal condition baseline data was limited. One possible reason why the blink rate with baseline performed better than the blink rate without baseline was that the influence of the individual differences of blink rate was large [39].

The blink rate with baseline increased when the cognitive load was high, Fig. 5 (a). A similar variation of blink rate for
TABLE IV. THE CLASSIFICATION RESULTS

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaiveBayes</td>
<td></td>
<td>76.22%</td>
</tr>
<tr>
<td>SVM</td>
<td>Kernel degree = 1</td>
<td>77.84%</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>Update Method = conjugate gradient descent</td>
<td>72.97%</td>
</tr>
<tr>
<td>KNN</td>
<td>K = 1</td>
<td>78.38%</td>
</tr>
<tr>
<td>Neural network</td>
<td>HiddenLayer = 7</td>
<td>72.43%</td>
</tr>
<tr>
<td>Decision tree</td>
<td>Search Method</td>
<td>76.22%</td>
</tr>
</tbody>
</table>

TD population was found in [21]. The pupil diameter (Fig. 5 (b) and Fig. 5 (c)) increased as the cognitive load increased. The change of pupil diameter with cognitive load was consistent with results in [19] for a TD population. The fixation duration in this experiment was mainly in the range of 250 ms to 400ms. The saccade duration, on the other hand, was in the range of 45ms to 55ms. The fixation duration decreased (Fig. 5 (d)), the fixation rate decreased (Fig. 5 (e)), and the saccade duration increased (Fig. 5 (f)) under a higher cognitive load.

The Waikato Environment for Knowledge Analysis (WEKA)¹ was used for cognitive load classification. The important components of the eye gaze features were extracted using the Principal Component Analysis (PCA) before classifying. PCA output thirteen principal components from twenty features. The thirteen principal components were input into six selected machine learning methods for cognitive load measurement. The selected classification methods included Naïve Bayes, Support Vector Machine (SVM), Logistic regression, K-nearest-neighbors (KNN), Neural Network and Decision tree. A 7-fold cross validation method was used to verify the classification method. The parameters and the numerical results of all methods are shown in TABLE IV.

Naïve Bayes used supervised discretization to convert numeric features to nominal ones for preprocessing, which increased the accuracy. The SVM used linear kernel (kernel degree = 1). An increased kernel degree did not increase the accuracy any further. The conjugate gradient descent [40] was selected as the update method for Logistic regression. The KNN method classified each new data sample based on one nearest data sample with known class. For the neural network, the number of hidden layers was calculated by the function: (feature number + class number)/2. We had 13 features after PCA and 2 classes. As a result, 7 hidden layers were used for neural network. In order to create the decision tree, a greedy stepwise algorithm [40] was used. The accuracies of all methods were above 72%, which are comparable to some of the existing results [18], [41]. The KNN method achieved the best result with 78.38% accuracy.

V. CONCLUSION

A VR-based driving system was designed to train and improve the driving skills of teenagers with ASD. Twelve teenagers with ASD completed eighteen driving assignments in six experiments. Their eye gaze data were analyzed to measure their cognitive loads. The data analysis will be used to build models for an intelligent driving system, which can offer driving assignments with proper difficulty level tailored to maximize users’ performance.

ANOVA test indicated that several eye gaze features were important for cognitive load measurement. In the literature [19], [21] TD individuals reported a higher blink rate and increased pupil diameter under high cognitive load. We observed a similar variation of these features for teenagers with ASD. Other findings included decreased fixation duration and increased saccade duration with increased cognitive load for the teenagers with ASD during driving. No comparison of features between the ASD and the TD groups was included since no TD individuals were involved in the current experiment, which was one of the limitations of this current work.

The accuracies for binary cognitive load measurement using eye gaze features were above 72% for all six classification methods selected in this paper, Naïve Bayes, SVM, Logistic Regression, KNN, Neural Network and Decision Tree. The best accuracy was 78.38% with the KNN method, which was comparable to existing results for TD individuals [18], [41].

Most existing studies of eye gaze analysis examine TD individuals under ideal conditions. This eye gaze data analysis for teenagers with ASD under driving conditions was difficult due to participants’ frequent head movements while driving. The processing of data with a large quantity of invalid eye gaze data and noise was proved to be useful in this paper.

These preliminary results in this paper will be used to adjust task difficulty level for an optimized cognitive load in an intelligent driving system for individuals with ASD to maximize their performance in the future.
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